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The Background



X-Info

A The evolution of Xnfo and ComgX for each discipline X
A How to codify and represent our knowledge
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Other Archives __facts
The Generic Problems
w Data ingest w Query and Vis tools
w Managing a petabyte w Building and executing models
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w How to share with others preservation

Slide thanks to Jim Gray



What Xinfo Needs from Computer Science
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Thousand years agpExperimental Science
A Description of natural phenomena

Last few hundred yearsTheoretical Science
A bSsélz2yQa [l 64X al EgSH

Last few decadegs Computational Science
A Simulation of complex phenomena

Todayc DataIntensive Science

A Scientists overwhelmed with data sets

from many different sources
A Data captured by instruments
A Datagenerated by simulations
A Datagenerated by sensor networks

eScience is the set of tools and technologies
to support data federation and collaboration
AFor analysis and data mining

AFor data visualization and exploration

AFor scholarly communication and dissemination

>cience and the Fourth-Pare

With thanks to Jim Gray
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Machine Learning

ANeural networks are one example of a
Machine Learning (ML) algorithm \

ADeep Neural Networks are now exciting the| =\ —swwsow
whole of the IT industry since they enable AN

us to: R

ABuild computing systems that —
improve With experience 1992 1994 1996 2000 2009 2010 2011 2012

ASolve extremely hard problems
AEXtraCt more value from Blg Data A The (Ehange,in the Word Error Rate (WER)
AApproach human intelligence GAUK OUAYS ¥2NJ UKS b

. A This shows the dramatic improvement
€.0. natural Ianguage Processing made in the last few years using Deep

Neural Networks

Error, %
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Data Science and the UK
Science and Technology
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Big Data and Cognitive Computing:
Hartree Centre collaboration with IBM Research

UK Hartree Center Partners with IBM on Big Data

= June 4, 2015 by staff  jumy

Today the UK government announced a £313 million
partnership with information technology leader IBM to

boost Big Data research in the UK.

2)STFC

The Hartree Centre
We live in an information economy - from the

smart devices we use every day to the super-

computers that helped find the Higgs Boson, the

power of advanced computing means we how have access to vast amounts of data,”
said Minister for Universities and Science o johnson. “This partnership with IBM,
which builds on our £113 million investment to expand the Hartree Centre, will help

businesses make the best use of Big Data to develop better products and services that

will boost productivity, drive growth and create jobs.”



Rutherford Appleton Lab and the Harwell Campus

|SISSpallation
Neutron Source)

| LHC Tier 1 computing
JASMIN SupdpataCluster

Central Laser Facility

-----
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&) STFC

Scientific Computing Department

Applications Division e Gnidi

The Applications Division brings together four groups which develop and apply

computational science software packages to solve problems in the physical and : 3
biological sciences. The groups are: RAL Tler 1

+ Computational Biology, including structural biology, molecular simulation and Meeting national aspirations
bininformatics and international obligations
+ Theoretical and Computational Physics, including electronic structure of the for UK particle physics
solid state and surfaces, atomic and molecular physics
+ Computational Engineering, focusing on HPC solutions in fluid flow modelling, et
with particular strength in turbulence and microfluidics ~ous I A
+ Computational Chemistry, including molecular dynamics, quantum chemistry R —
and QM/MM techniques, and mesoscale methods o fast M




Collaborative Computational; -

Projects: The CCP's

A Assist universities in developing,
maintaining and distributing
computer programs

A Promoting the best computational
methods

A Each focuses on a specific area of
research

What are CCPs?

The Collaborative Computational
Projecis (CCPs) bring together leading
UK expertise in key fields of

computational research to tackie large-

scale scientific software development,
maintenance and distribution. Each
project represents many years of
intellectual and financial investment.
The aim is to capitalise on this
investment by encouraging
widespread and long term use of the
software, and by fostering new
initiatives such as High End
Computing consortia

A Funded by the UK's EPSRC, PPARC

and BBSRC Research Councils

What do CCPs do?

The CCPs enrich UK computational
science and engineering research in
various ways. They provide a software
infrastructure on which important
individual research projecis can be
built. They support both the R&D and
exploitation phases of computational
research projects. They ensure the
development of software which makes
opfimum use of the whole range of
hardware available to the scientific
community, from the deskiop to the
most powerful national
supercomputing facilities

Home About CCPs Current CCPs Former CCPs Steering Panel Contact

Important Dates

CCP Steering Panel
4 Venue TBC
Contact: Damian Jones
june

CCPS5 Summer School
1 O Lancaster University

Contact: Damian Jones

Publications from Work
Funded by EPSRC...




CCP Chair Title

Macromolecular Crystallography

he Computer Simulation of Condensed Phases

omputational Electronic Structure of Condensed Matter

CCP12  |ProfMarkSavil ~  |High Performance Computing in Engineering

CCP-BioSim  |Prof Adrian Mulholland ~ |Biomolecular Simulation at the Life Sciences Interface

CCP-EM  |prMarynWinn _ Flectron Cryo-Microscopy

omographic Imaging

CCPN  Prof Geerten Vuister — INMR

CCP-NC _ [DrJonathan Yates  INMR Crystallograph

omputational Plasma Physics

CCPQ*  |ProfGrahamWorth ~  |Quantum Dynamics in Atomic, Molecular and Optical Physics

Analysis of Structural Data in Chemical Biology and Soft Condensed Matter
ollaborative Software Development Environment Tool

CCPPET/MR [DrKris Thielemans ~ |Positron Emission Tomography (PET) and Magnetic Resonance (MR) Imaging
omputational Discrete Mathematics

A Collaborative Computational Project in Wave/Structure Interaction
omputational Magnetism
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Home About CCP4 CCP4 Projects Downloads | Documentation | Courses Developers CCP4 people | WG1/WG2

(CCP4 exists to produce and support a world-leading, integrated suite of programs that allows researchers to determing macromolacular structures by X-ray crystallography, and other biophysical techniques. CCP4 aims to develop and support the development of cutting edge approaches to experimental determination and analysis of protein structure, and integrate these approaches into the suite. CCP4 iz a
community based resource that supports the widest possible researcher community, embracing academic, not for profit, and for profit research. CCP4 aims to play a key role in the education and training of scientists in experimental structural biology. It encourages the wide dissemination of new ideas, techniques and practice.

n CCP4 Twitter Feed
Resources
Download CCP4 Software Suite é Mew! CCP4 twitter feed for all the latest updates and community announcements m
[Current Release] [Updates to Current Release]
Usage CCP4 Software Suite
[Cocumentation] [Referancing CCP4] [Licensing] The current version s CCP4 7.0 {07 January 20161, The new packages include:
utorials inc. ccpdil
[BAG training + SHELX suite: co distribution for academic users
[CCP4 Wiki] [Community Wik + CCP4I2: new copd interface
& + DIALS: data processing and integration
Help and Support + ARCIMBOLDO-LITE: molecular replacement pipeline
Report a Problem
Web Servi The updated packages include PHASER, ¥1AZ, REFMAC, MONOMER LIBRARY, AMPLE, COOT, AIMLESS POINTLESS, CTRUNCATE, DIMPLE, BLEMD and many more
eb Services

BALBES. MrEUMP, AMPLE, CRAMKD, SHELX, Zanuda, PISA

CCP4 Study Weekend 2017
CCP4 Bulletin Boards Earlier bird registration ends 20th November.
[CCP4bb Mailing List] [Developers List] [Archives]

+ From Crystal to Structure with scientific organisers Keith Wilson (York Uni., UK) and Mike Hough (Essex Uni., UK). Hottingham UK, 9-11 Jan. 2017
CCP4 Mewsletter [Information] [Programme] [Registration] [Bursaries] [Satellite]

[Current issue] [Back issues] [Contribute!]

CCP4 Worling Groups 1 & 2, and Exec

e e ] Proceedings of the 2015 Study Weekend on Advances in Experimental Phasing are now available. For more infarmation about past events see details of past Study Weekends and proceedings.

Study Weekend and Courses ¢

[Study Weekend] [Workshops and conferences]

pcoming Courses and Events

Commercial Use of CCP4
[Information on Commercial Use] * CCP4/DLS Data Collection and Structure Solution Workshop, Diamond Light Source, UK 13/12/2016 to 20/12/2016
» (CP4/Spring-8 Structure Solution Workshop, Spring-8, Japan 23/01/ 2017 te 27101/ 2017

CCP4 is supported by Browse all forthcoming and past courses and events
CCP4 Online Automated Webservices

CCP4 HEW! The CCP4-online webserver is now available, Users can make use of BALBES and MrBUMP, the automated molecular replacement services. Zanuda, the refinement result checking
9' ' ori=line  Software and PISA for the calculation and analysis of macromolecular surfaces and interfaces are also available. To acoess the services please click here,

g suue Ry Scientific Computing Department

. b;-:“ Biotechnology and Biolopical Sciences Research Council CCP4 Documentation Wiki
ST

E',',I, 5  For up-to-date documentation on all of CCP4's software and lots of other useful information for X-ray crystallographers see the CCP4 Wiki,
Medical Research Council *M|




The Diamond Synchrotron



Diamond Light Source
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Science Examples

Pharmaceutical
manufacture & processing

Non-destructive imaging of
fossils

Casting aluminium

Structure of the Histamine
H1 receptor




Data Rates

Detector Performance (MB/s)
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2007 2012

A2007 No detector faster than ~10 MB/sec

A2009 Pilatus 6M system 60 MB/s

A2011 25Hz Pilatus 6M 150 MB/s

A2013 100Hz Pilatus 6M 600 MB/sec

A2013 ~10 beamlines with 1BbE
detectors (mainly Pilatus and PCO Edge)

A2016 Percival detector 6GB/sec

Thanks to Mark Heron



Cumulative Amount of Data Generated By Diamond
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Data Size in PB
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Thanks to Mark Heron



CryoSXT Data Segmentation of Cry@oft X-ray
Tomography (Cry«sXT) data

fSSNucleougses

B24: Cryo Transmission X-ray Microscopy beamline at DLS
Data Collection: Tilt series from +£65° with 0.5 stepsize
Reconstructed volumes up to 1000x1000x600 voxels

Voxel resolution: ~40nm currently

Total depth: up to 10em

GOAL: Study structure and morphological changes of whole cells

Neuronailike mammaliancell Ilne smgle

slice . r The University of
di d Nottingham
Challenges iamon r‘) g
Noisy data, missingedge artifacts, missing 524 beamline ( Computer Vision
boundaries Data Analysis Software Group Laboratory

Tens to hundreds of organellpsr dataset
Tedious to manually annotate 3D VolumeData Segmentation
Celltypes carlook different \
Fewprevious annotations available

Automated techniquessuallyfail

scientificsoftware@diamond.ac.uk




Workflow

Data
Preprocessing

Data

. Raw Sli
Representation A Slee

Gaussian Filter Total Variation

Data Representation

SuperVoxels (SV) SV Boundaries
SuperVoxels:

Groups of similar and adjacent voxels in 3D

Preserve volume boundaries

Reduce noise when representing data

Reduce problem complexity several orders of magnitude

scientificsoftware @diamond.ac.uk Use Local clusteringif@ T b < spaceayiSyardey




Data Representation

Workflow

@)
@) @ O
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e | o
Data -
Representation Initial Grid with uniformly Locak-means in a small
sampled seeds window around seeds
Voxel Grid Supervoxel
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scientificsoftware@diamond.ac.uk 946 x 946 x 200 = 180M voxels 180M / (1OX1OX10) = 180K SUpGWOXGlS




Workflow Feature Extraction

Features are extracted from voxels to represent their appearance:
Intensity-based filters (Gaussian Convolutions)

Textural filters (eigenvalues of Hessian and Structure Tensor)

User Annotation + Machine Learning

\HRY

|
|
v

: é. S N\I)é. Q ! ";:
Segmentations %

Predictions Refinement

User Annotations
Classification

.

Refinement

Using a few user annotations along the volume as an input:
A machine learning classifier (i.e. Random Forest) is trained to
discriminate between different classes (i.e. Nucleus and Cytoplasm)

and predict the class of ea8uperVoxein the volume.
scientificsoftware@diamond.ac.uk

A Markov Random Field (MRF) is then used to refine the predictions.



SuRVoS Workbench
(Su)per(R)egion (Vo)lume (S)egmentation

O @ 8% &N [ Ao

Coming soon: https://github.com/DiamondLightSource/SURVoS

scientificsoftware@diamond.ac.uk

Imanol Lueng&imanol.luengo@nottingham.ac.ukMichele C. Darrow, Matthew C.

Spink, Ying Sun, Wei Dai, Cynthia Y. He, Wah Chiu, Elizabeth Duke, Mark Basha
Andrew P. French, Alun W. Ashton




The ISIS Neutron and Muon Facllity






To o To To T

©30 neutron instruments

3 muon instruments

1400 individual users per year making 3000 visits
800 experiments per year resulting in 450 publications

1ISIS

Diverse science

A

o Do I»

T T

Fundamental condensed matter physics
Functional materials e.g. multiferroics, spintronics
Chemical spectroscopy e.g. catalysis and hydrogen storage

Engineering e.g. stress and fatigue in power plants and
transportation

Solvents in industry

Structure of pharmaceutical compounds, biological
membranes




Peak Assignment in Inelastic
Neutron Scattering

A Vibrational motion of atoms
crucial for many properties of a
material-e.g., how well it
conducts electricity or heat

A Peaks in INS spectrum correspond
to specific atomic vibrations

A Peak assignment: what specific
vibrational motions of atoms give
rise to specific peaks ?

6

g H

s
]

INS Spectrum of crystalline benzene -

S JArbitrary Units
P w

—

o

L1 1 1 11
500 1,000 1,500 2,000 2,500 3,000 3,500 4,000
Energy Loss (cm”-1)

S. Parker and S. Mukhopadhyay (ISIS)



Modelling & Simulation for
INS Peak Assignment

B

=

- Calculated INS Spectrum of crystalline benzene

S JArbitrary Units
=2} 2] 2]
T TTTT

[
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0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000
Energy Loss (cm®-1)

A INS spectra can be computed for a given -
atomic structure 1 j ’ Xxﬁ
A Calculations allow us to see what specific {fi} | *;:
—d (a) (b) @

vibrational motion of atoms occur, and at
what frequency

L. Liborio



Materials Workbench

MantidPlot - fhome/krzych/WORK/Mantid_Ffiles/Benzene/Benzene.mantid 1 m == (1
& 2ab BE @ e kRCRAE e N A S

I o e J@ey = = ar

é
—
Results Lot & Algorithms &
= 9 g
Il \Velcome to Mantid 3.7.20160809.1348 Execute || ABINS m
é Please cite: http://dx.doi.org/10.1016/j.nima.2014.07.029 and this release: http://dx.doi.org/10.5286/Software/Mantid L J L |.olle)
All instrument definitions up to date .
ABINS started Algorthoeiy
sus=s DFT data has been loaded from the HDF file. 4 Arlthme_tlc .
Dynamical structure factors data has been loaded from the HDF file. > CorrectionFunctions
% Rebin started (child) » Crystal -
Eammell Rebin successful, Duration 0.01 seconds
SetSampleMaterial started (child) Details
CabCamnlatiabarial cosraceFul Pueabinn A0 carande = -
¥ experimental-wrk-1 Workspaces 5
J | Load v| Delete | Group

Simulated and experimental INS for benzene | sot | save |

|Filter Workspaces |

ABINS input dialog lorkspaces
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'b — out_C DFTprogram | CASTEP | » B benzene_C
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— Temperature 10 |
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EC w3 scale [0.01 |
A
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OutputWorkspace \_benzene
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@ KeepOpen &  Run || Close |
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K.Dymkowski



The Central Laser Facllity



OCTOPUS Facillity in the CLF

ANational imaging facility with peer Nanoscopy ‘
reviewed, funded access iy

ALocated in Research Complex at
Harwell

ACluster of microscopes and lasers
and expert eneto-end
multidisciplinary support

Single
molecule

Molecular
imaging

b _‘\.:-t_»\_ _:;;1}
o g SSECL

L ¥

e ;
molecule tracking o
9 &P

3-colour single
molecule
tracking

3D super-

resolution SIM
with

PALM/STORM

s

The OCTOPUS
Imaging
Village

PALM/STORM
With Adaptive
Optics

A Operations and some development Ny
funded by STFC

AKey developments funded through - —
external grant; BBSRC, MRC imaging . [

With thanks to Dan Rolfe



Example: EGFR cell S|gnaII|ng In cancer

ADriven OCTOPUS single molecule
developments

AUser in plant cell imaging now
catching up in scale of challenge
APart of a PhD project: \
A1 experimental technique e
A50 experimental conditions - SRR e T
A 30 datasets for each condition : 7

A 1000 single molecule tracks fo
each condition

AMultiple properties & events
of interest In each track

AComparison of just one
LINE LJS NIi € X

With thanks to Dan Rolfe
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With thanks to Dan Rolfe
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Multidimensional single molecule tracking

A Automated registration & tracking in
multiple channels

A Computer vision

A Bayesian feature detection from
astronomical galaxy detection

A Instrumental metadata from acquisition

A Flexible specification of many
instrument configurations

With thanks to Dan Rolfe
Rolfe et al 2011EuroBiophys], 2011



The JASMIN Environmental Science
Super Data Cluster



. Centre for Environmental

Y\ Data Archival

SCIENCE AND TECHNOLOGY FACILITIES COUNCIL
NATURAL ENVIRONMENT RESEARCH COUNCIL

» Home » Data Centres

Contact Us CEDA Mews

Search

About CEDA Data Centres Services Projects For Academics For Business Training Help Contact Us

Data Centres

The Centre for Environmental Data Archival is responsible for the running of the following data centres:

- : The British
Eg?: *&;..tu'lusphe"c Atmospheric

HATIOHAL CENTRE FOR ATMOSPHERIC SCIENCE Data centre
HATURAL ENYIRONHMENT RESEARCH COUNCIL
The British Atmospheric
Data Centre (BADC), NERC's designated data centre for the UK
atmospheric science community, covering climate, composition,
observations and NWP data.

The UK Solar System Data
Centre

The UK Solar System Data Centre, co-funded by

STFC and NERC, curates and provides access to
archives of data from the upper atmosphere, ionosphere and Earth's solar
environment.

NERC Earth
Observation Data
Centre

The NEODC is NERC's designated
data centre for Earth Observation data and is part of NERC's Mational
Centre for Earth Observation.

IPCC Data
Distribution Centre

The Intergovernmental Panel on Climate Change (IPCC) DDC provides
climate, socio-economic and environmental data, both from the past and
also in scenarios projected into the future. Technical guidelines on the
selection and use of different types of data and scenarios in research and
assessment are also provided.






