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ÁDistributed/Parallel computing systems to support 
various types of challenging applications

ÅHTC (High-Throughput Computing) for relatively long 
running applications consisting of loosely-coupledtasks

ÅHPC (High-Performance Computing)targets efficiently 
processing tightly-coupled parallel tasks

ÅDIC (Data-intensive Computing)mainly focuses on 
effectively leveraging distributed storage systems and 
parallel processing frameworks
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Introduction

ÁMany-Task Computing (MTC) as anew computing 
paradigm [I. Raicu, I. Foster, Y. ½ƘŀƻΣ a¢!D{Ωлуϐ

ÅA very largenumber of tasks (millions or even billions)

ÅRelatively short per task execution times (sec to min)

ÅData intensive tasks (i.e., tens of MB of I/O per second)

ÅA large varianceof task execution times (i.e., ranging from 
hundreds of milliseconds to hours)

ÅCommunication-intensive, however, not based on message 
passing interface but through files
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Introduction

ÁHadoop, the de facto standard ά.ƛƎ 5ŀǘŀέ ǎǘƻǊŜ ŀƴŘ 
processing infrastructure
Åwith the advent of Apache Hadoop YARN, Hadoop 2.0 is 

evolving into multi-use data platform
Vharness varioustypes of data processing workflows

Vdecoupleapplication-level scheduling and resource management
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Introduction

ÁThis paper presents

ÅMOHA (Many-task computing On HAdoop)framework 
which can effectively combineMany-Task Computing 
technologies with the existing Big Data platform Hadoop 
Vdeveloped as one of Hadoop YARN applications

Vtransparently cohostexisting MTC applications with other Big Data 
processing frameworks in a single Hadoop cluster
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Related Work

ÁGERBIL: MPI+YARN [L. Xu , M. Li, A. R. .ǳǘǘΣ //DǊƛŘΩмрϐ

ÅA framework for transparently co-hosting unmodified MPI 
applicationsalongside MapReduce applications
Vexploits YARN as the model agnostic resource negotiator

Vprovides an easy-to-use interface to the users

Vallows realization of rich data analytics workflows as well as efficient 
data sharing between the MPI and MapReduce models within a 
single cluster

Slide # 8



Related Work

Slide # 9



Table of Contents

ÁIntroduction

ÁDesign and Implementation of MOHA

ÁEvaluation

ÁConclusion and Future Work

Slide # 10



Hadoop YARN Execution Model

ÁYARN separates all of its functionality into two layers
Åplatform layer is responsible for resource management (first-

level scheduling)
VResource Manager, Node Manager

Åframework layer coordinates application execution (second-
level scheduling)
VApplicationMaster ĄNew MOHA Framework !
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