e UNIVERSITY OF

NOTRE DAME

= | s
a = [ 4 |
DAS O S Data and Software Preservation
for Open Science
- ' T— IS .
= | L El

ConductingReproducible Research witr
Umbrella: Tracking, Creating, and
Preserving Execution Environments

HalyanMeng, AlexandervVyushkoy
Matthias Wolf, Anna Woodard anBouglaslhain

University of Notre Dame
Notre Dame, Indiana, USA
October2016



Observation: it is difficult to reproduce the
experiment results published in academic papers

Alice did the experiments for her paper:
server. lab0l.phy.research.org

1) installed software deps (I.esim_sorf) under
/home/alicesoftware
2) configured environment variableSIMCOUN)T

3) wrote the analysis scripgnalysis.py
/usr/bin/python --> python?2.7
4) downloaded the datasets to /hom&icedata

Experiment results> Figures v
Submitted the paper, and it got accepte '”@%zé
AR
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Several months later, Bob read the paper and emailed Alice
ask for help to reproduce the experiment.

Alice searched for analysis.py and sent it to Bob.

ojo
Problems Bob encountered “@ " <~~~

A analysis.pydepends on the setting of the environment
variable SIMCOUNT

A analysis.py expects an input file located at
/home/alicédata/filel

A analysis.py attempts to utilize an executable named
sim_sort

A the output ofanalysis.pyverflows Bob's memory and disk

A /usr/bin/python on Bob's machine is Python 3.0, which is
not backwards compatible with Python 2.7
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A Alice forgot to preserve the SIMCOU$ERING.
A Alice deletedhe directory homef/alice/data by accident.

A sim_sortisunderversion control viagGitand can be found,
however, Alice forgot the commit uised.

A Asfor the memory and disk overflow, Alice realized she

should have told Bob the experimemquires 6GBnemory
and 20GB disk space

Sysadmins update kernel, OS, system software periodically
Hardware upgrade every several years
Network resources from thirgharty websites

X® Experiment results can NOT be reproduced
by others or even the original author!
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Lessons

A Publishingscientific results without the detailed
execution environments describing how the
results were collected makes it difficult or even
Impossible for the reader to reproduce the worl

A Theconfigurations of the execution
environments are too complex to be described
easily by authors

hardware, kernel, OS, software, data, envin@ars



A Framework for Conducting
Reproducible Research

A Trackingexecution environments

allowsthe user to specify all the necessary detall
about a comprehensive execution environment

A Creating execution environments

sandboxechniques like VMs, Linontainers
(1.e., Dockerand userspacdracers (l.e., Parrot)

A Preserving execution environments

archives dataand softwaredeps inthe firstplace
INto persistent storage services (i.e., Amazon S3
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I r aC kl n Exe C u tl O n "description": "A ray-tracing application which creates video frames.",
"hardware": {

"arch": "x86_64",
“cores": "1"

Environments: Umbrella

£ . "kernel": {
Specification
"version": ">=2.6.18"
b
"os": {
"name": "redhat",
"version": "6.5",

" " g intt= ",
S e Ctl O n S ] "rsrtl)(:::g;e?'[r!'thttp://ccl.cse.nd.edu/ ...I[redhat-6.5-x86_64.tar.gz" ],

"format": "tgz",

h ard Wa,re ke rn e | ::2ﬁtei(c):2;:u::'r'1:p'%06k9",ab5ef94af84d273f8f92a86b7907a“,
"size": "633848940",
" d_size": "1743656960",
oS software data R —
"ami": "ami-2cf8901c",
"region": "us-west-2",

environ cmd output | s e user
RSaONMALIAZY o Kool o

"mountpoint": "/software/povray-3.6.1-redhat6-x86_64",

"source": [ "http://ccl.cse.nd.edu/.../povray-3.6.1-redhat6-x86_64.tar.gz" ],
"format": "tgz",

"action": "unpack",

"checksum": "b02ba86dd3081a703b4b01dc463e0499",

"size": "1471452",

os/software/data sections: | uncompressec_size": '3010660"

h
"data": {
S O u rC e "4_cubes.pov": {
"mountpoint": "/tmp/4_cubes.poVv",
"source": [ "http://ccl.cse.nd.edu/.../4_cubes.pov" ],
C h e C kS u m "format": "plain”,
"action": "none",
"checksum": "c65266cd2b672854b821ed93028a877a",

S I Z e i "size": "1757"
fo rm at 1'environ": {

"PWD": "/tmp"
- },
I I l O u n t p O I nt "cmd": "povray +l/tmp/4_cubes.pov +O/tmp/frame000.png +K.0 -H50 -W50",
"output": {
“files": [ "/tmp/frame000.png" ],
"dirs": [ "/tmp/output" ]
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Resource URLs Supported by Umbrel

LocalFilesystem /home/hmengdata/input

HTTP http://www.data.com/data/filel

HTTPS https://lab01.nd.edu/data/hep/file2
Amazon S3 d0bKUULAYK KGumespow 3

Open Science Framework (OSF osf+httpsY Kk K FAf S&4 P2 A FTOA 2
Git Repository git+httpsY kK Kk I A { K detodsy® Y K X ¥

CernVMFile System cvmfs://cvmfs/cms.cern.ch



Creating Execution Environment:
Umbrella Execution Engine

Matching degredbetween
-- the execution node
-- the specified execution environment

Sandbox Techniques

Yes Yes Ultilize the currentOS directly

Yes Yes No OSlevel Virtualization
Docker, Parrot
Yes/No No No Hardware Virtualization

LocalVirtualBox VMWare
Remote: Amazon EC?2
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Umbrella Execution Enginé.ocal

! 3. Umbrella downloads all the missing !

2. Umbrella reads and parses

>: 4. Umbrella creates a sandbox to run

dependencies I

povray.umbrella

I the experiment

results

$ umbrella run povray.umbrella

1. User starts Umbrella:

10/24/2016

User’s Duty

6. User checks and analyzes the
experiment results
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Umbrella Local Cache

A OSlevel virtualization

Umbrella Spec - Povray
os: redhat 6.5
software: povray 3.6.1

data: 4_cubes.pov

Sandbox - Povray

Umbrella Local Cache

— software

L. povray 3.6.1

—— data

L 4 cubes.pov -t

Umbrella Spec - CMS
os: redhat 6.5

software: cmssw 5.2.5

data: analysis.sh

Sandbox - CMS

__________ redhat | |
6.5
| povray cmssw |
3.6.1 5.2.5
4 cubes.pov analysis.sh

software —

cmssw 5.2.5 J

data —

--  analysis.sh —J




Preserving Execution Environment:
Umbrella Archiver

A Uploads the deps into persistent storage services
I Amazon S3
I OSF storage service

A Allowsthe user to mark unreliable deps
Local dependencies
Some thirdparty networkdependencies

A Allowsthe user to set the access permission of
uploaded resources
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How Our Framework can Help Alice and Bo|

1. Alice composes and tests :> povray_local.umbrella
povray local.umbrella
using local dependencies

os: /home/alice/redhat_6.5

software: /home/alice/povray_3.6.1

data: /data/4_cubes.pov

Y

2. Alice uses Umbrella to \:> OSF Umbrella_Povray_Project
archive local deps to OSF

redhat_6.5.tar.gz

povray_3.6.1.tar.gz

4 _cubes.pov

P - - . - - - - -

y — povray_osf.umbrella
3. Alice publishes the OSF | _____ ~~~ """ """ C

URL of [:> OSF URL of povray osf.umbrella:
povray osf.umbrella https://files.osf.io/.../povray_osf.umbrella

povray_osf.umbrella
v
4. Bob downloads os: osf+https://ffiles.osf.io/.../redhat_6.5.tar.gz
povray osf.umbrellato software: osf+https://files.osf.io/.../povray_3.6.1.tar.gz
his machlr!e, ,a nd reproduces data: osf+https://files.osf.io/.../4 _cubes.pov
Alice’s work.
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Evaluation

Umbrellag Python 2.6
Executiormode: Parrot, Docker, EC2

We evaluate our frameworkia three scientific
applications:

U Epidemiology- OpenMalaria
U SeneRendering- Povray
U High Enhergy Physics- CMS
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Umbrella Specification File Sizes:

Application

OpenMalaria

Povray CMS

Umbrella Spec Size

3.3KB

2.4KB 1.9KB

Sizes obg/software/data Dependencies of the Evaluated Applications:

Application OS Deps Software Deps Data Deps
OpenMalaria| CentOS 6.6 (69MB/218MB) openMalaria (2.9MB/13MB) xml  (28KB)
.rpm packages (209MB) .CSV (<1KB)

epel.repo (<1KB) | . xsd (196KB)

Povray |RedHat 6.5 (605MB/1.8GB) povray (1.5MB/2.9MB) . pov (1.8KB)
.inc  (28KB)

CMS RedHat 6.5 (605MB/1.8GB) cmssw(1.3GB) . sh (<1KB)

Parrot(23MB/71MB)

10/24/2016
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Sizes obg/software/data Dependencies of the Evaluated Applications:

Application OS Deps Software Deps Data Deps
OpenMalaria| CentOS 6.6 (69MB/218MB) openMalaria (2.9MB/13MB) xml  (28KB)
.rpm packages (209MB) .csv (<1KB)
epel.repo (<1KB) | . xsd (196KB)
Povray RedHat 6.5 (605MB/1.8GB) povray (1.5MB/2.9MB) . pov (1.8KB)
.inc  (28KB)
CMS RedHat 6.5 (605MB/1.8GB) cmssw(1.3GB) . sh (<1KB)
Parrot(23MB/71MB)
Overheads of Creating Execution Environments:

Application OpenMalaria Povray CMS Permission / Locatior
Parrot N/A 65min (2.40GB) 79min (2.39GB) non - root/local
Docker 57min(1.53GB)|68min (4.11GB) 82min (4.19GB) root/local

EC2 m3.medium| 113min (225MB]| 130min (4.4MB) 211min (94MB) non - root/remote
EC2¢ m3.large | 58min(255MB) | 65min (4.4MB) 108min (94MB) non - root/remote

The parrot andiockersandbox modes are tested on the samachine:
hardware x8664 kernel: LinuX.6.32 OS:RedHab.7

10/24/2016
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Application OS Deps Software Deps Data Deps
Povray RedHat 6.5 (605MB/1.8GB) povray (1.5MB/2.9MB) . pov (1.8KB)
.inc  (28KB)
CMS RedHat 6.5 (605MB/1.8GB) cmssw(1.3GB) . sh (<1KB)
Parrot(23MB/71MB)

Effectiveness of Umbrella Local Cache:

Application Delta
(DepsSize) Cache Siz¢ (NewlyAdded Deps) Time
CMS (2.39GB) 2.39GB | 2.39GB (all deps) 79min
CMS- rerun 2.39GB 0 78min
Povray(2.40GB) 2.40GB 4.4MB (software and data deps) 64min
Povray- rerun 2.40GB 0 64min
Povrayc new software deps| 2.40GB 4.4MB (software deps) 64min
Povrayc new data deps 2.40GB 28KB (data deps) 64min

The initial size of the Umbrella local cache is O.
Allthe tests here were done with the parrot sandbox mode on the samehine:
hardware x8664  kernelLinux2.6.32 Q3edHat6.7
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Last Step to Enhance Reproducibil#ipOl

Application DOI URL
OpenMalaria http://dx.doi.org/doi:10.7274/RO3F4MH3
Povray http://dx.doi.org/doi:10.7274/ROBZ63ZT
CMS http://dx.doi.org/doi:10.7274/R0765C7T
§ wonnmiiion 3VG a X VG s i x i

QY| ¢

C | & https;//curate.nd.edu/show/3n203x83489

of

CurateND
T

umbrella_povray

Oespion Information on thiswebpage:
oo DOI info

o Link to the Umbrella specification file
e ST —— 1 18] <R ORI R O deps

Links to the software deps

e e et Links to the data deps

es Links to the Umbrella installation doc$
Py SR S Link to the Umbrella user manual

D Link to the experiment result
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Summary

A Hamework for ConductingReproducible Research:
A Tracking execution environment@Jmbrella Specification)

Lightweight persistent anddeployable execution environmepecs
Easily shared, expanded, and repurposed

A Creating execution environmentdJmbrella Execution Engine)

(re)createexecution environments usingandbox techniques like VM,
Docker and Parrot

A Preserving execution environmeni®&Jmbrella Archiver)
persistentstorageservices like Amazdd3 andOSF

tracking the execution environments as the research procgses
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mbrella:http://ccl.cse.nd.edu/software/umbrell&

/ ™ Inbox (12) - haiy: x { ™ Inbox (37) - hme x ¥

e Technology Preview: Umbrella - Chromium

ccl workshop - G x / @ Technology Previc x \\

&« C | @ ccl.cse.nd.edu/software/umbrella/
it Apps [1 SIGOPS A Arch §j Scholar ™ bash %Fbash ()sh A gdb [ man & LFS [dLinux Inside @ umbrella [ go @ python mmtech ® visa

CCL Home
Research

Papers
Projects

Community

Annual Meeting
Workshops
Forum

Getting Help
Highlights

For Developers

Operations

Work Queue Display
Condor Display
Condor Pool

or Log Analyzer
Hadoop Cluster
BXGrid
Internal

CECRC R

e s s s
]
=1
=
=1

Technology Preview:Umbrella

Umbrella is a tool for specifying and materializing comprehensive execution environments, from the hardware all the way up to software and data. A user simply
invokes Umbrella with the desired task, and Umbrella parses the specification, determines the minimum mechanism necessary to run the task, downloads missing
dependencies, and executes the application through the available minimal mechanism, which may be direct execution, a system container (Parrot, Docker, chrootl,
a local virtual machine {i.e., VMware), or submission to a cloud environment (i.e., Amazon EC2) or grid envirenment {i.e., HTCondor).

An Umbrella specification includes six sections: hardware, kernel, os , software, data, and environ. By specifying the dependencies of an application clearly
and materializing the execution environment during runtime automatically, the application becomes portable and reproducible.

Umbrella involves multiple sandboxing and virtualization technigues, however, the key idea of Umbrella is to construct a sandbox for an application during runtime
by mounting all the os, software, and data dependencies into a virtual root filesystem without copying them. The usage of mounting mechanism allews multiple

2. Unbesli parsss
0

Data Repository
——

sandboxes share the same dependencies concurrently. s moemta
More Info

« Download Umbrella
s Umbrella User's Manual

s Mailing
Presentations

o /1 Vs st st

i S umbrota nn mysm umbris

Operating Systom

[r— ]

« Technigues for Preserving Scientific Software Executions: Preserve the Mess or Encourage Cleanliness? [Talk]. 12th International Conference on Digital Preservation {iPres 2015), Chapel Hill, North Carolina, November, 2015.

« Umbrella: A Portable Environment Creator for Reproducible Computing on Clusters, Clouds, and Grids [Talk].
Portland, Oregon, June, 2015.

8th International Workshop on Virtualization Technolegies in Distributed Computin

VTDC 2015) at HPDC

s Umbrella: A Portable Environment Creator for Reproducible Computing on Clusters, Clouds, and Grids [Poster]. 4th Greater Chicago Area Systems Research Workshop (GCASR) 2015 , Chicago, Illinois, April, 2015.

Publications

[Showing papers with tag umbrella. See 51l papers instead.)

Haiyan Meng, Douglas Thain, Alexander Vyushkov, Matthias Wolf, and Anna Woodard,

Conducting Reproducible Research with Umbrella: Tracking, Creating. and Preserving Execution Environments,
IEEE Conference on e-Science, October, 2016.

Douglas Thain, Peter Ivie, and Haiyan Meng,

Techniques for Preserving Scientific Software Executions: Preserve the Mess or Encourage Cleanliness?
12th Internatienal Conference on Digital Preservation (iPres), November, 2015. DOI: 10.7274/R0CZ353M

Haiyan Meng and Douglas Thain,
Umbrella: A Portable Environment Creator for Reproducible Computing on Clusters, Clouds, and Grids,
Workshop on Virtualization Technologies in Distributed Computing (VTDC) at HPDC, June, 2015. DOI; 10.1145/2755979.2755982

Name: HalyaiMeng
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Questions?

Email:hmeng@nd.edu
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http://ccl.cse.nd.edu/software/umbrella/
http://ccl.cse.nd.edu/software/umbrella/

Umbrella Execution EngimeEC2

Local Machine EC2 Instance

———————————————————————————————————————————————

4. Umbrella sends the E : 5. Umbrella starts the :
Umbrella job to the EC2 :—»' Umbrella job on the EC2 :
instance via scp : instance via ssh I .l .........

i R S T T e N A 6. The EC2
: 3. Umbrella starts an 7. Umbrella fetches the instance runs
! Amazon EC2 instance . . the Umbrella
: Instance via scp ;

K A A 3 7 Gl e job locally

| results from the EC2 1

R e

8. Umbrella returns the
experiment results

2. Umbrella reads and
parses povray.umbrella

1. User starts Umbrella: 9. User checks and analyzes
$ umbrella run povray.umbrella the results
User'sDuty | | Umbrella’s Duty - Local | ; Umbrella’s Duty - EC2 '
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How Our Framework can Help Alice and Bo|
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